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Supervised Learning

Supervised Learning (Training)
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Transfer Learning

Train Model on Big Dataset of Images
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Transfer Learning

Retrain model on your data and task
By changing the ‘head’ of the network
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A Paradigm Shift

Self-Supervised Learning

Pre-Training Adaptation

X — ¢9 x = [ —

Pre-train a large models on a Adapt the retrained model
large scale unlabeled dataset to a wide range of tasks



Self-Supervised Learning

Pre-Training . Data: {x(l)’ m,x(n)}

» Feature Map: ¢4(x) € R™
(learned in some cases)

X — ¢9 * Pre-training Loss

1 .
Pre-train a large models on a Lyprel0) = — 2 R
large scale unlabeled dataset i=1

« Optimize Lp,,e(é’) - 0



Self-Supervised Learning

Adaptation

e Data:
(D, y Dy, L, (x, y))

Ay — f — Vi

Adapt the retrained model » n,is small: few-shot learning
to a wide range of tasks

» n, = (: zero-shot learning



Adaptation: Linear Probe/Head

Adaptation Prediction Model
T
J=w @yx)
Ay = f — Y

Adapt the retrained model

1 & | |
' ' l T l
to a wide range of tasks min — Z : ltask(yt( ), W ¢é’(xt( )))
W T

Train w with loss function



Adaptation: Finetuning

Prediction Model

' R
Adaptation f(w, 0) = w ¢é(x)
f Optimize both w, d on downstream task
X, — — Y
t t 1 | |
mlHn ; ltask(yt(l)a w ¢é(xt(l)))
W, .
Adapt the retrained model L=l

to a wide range of tasks
Initialize

0 « 0 and w < random



Computer Vision: supervised pretraining

Train Model on Big Dataset of Images
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Computer Vision: supervised pretraining

Train linear head on last layer
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Constrastive Learning (no labels)

« Data Augmentation
* |Image random crop
e Flip

e Color Transformation
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X Make qu(X).ar.\d Py(X) X Make ¢hy(X) and ¢y(2)
_ have similar - far froren each the r
X representations Z o

Random/negative Pair



Constrastive Learning (no labels)

Random/negative Pair
/\

x A - /\

X Make g.b@(x) and ¢y(X) X Make ¢,(X) and ¢y(2)
_ have similar A far from each other
X representations Z

SIMCLR Loss Function

SONT A (D)
D@ B =Y ) —
X =7 exp (PgRO)Thp(xD)) + 3. i2; €XP (Po(RD) T (1))
£ 22 . 2B .
B We want B to be small
D 5@ o B Z log A+ B and A to be large

=1



Large Language Models

e Given a series of words, (x(l), ...,x(T)) IN a vocabulary: xW e {1,...,V}
- A Language Model is a probabilistic model for p(x‘V, x?), ..., x1))
* Use Chain Rule:
o p(x(l),x(z), xDy = p(x(l)) p(x(z) | x(D) p(x(3) [x(D, x@)), ..
* Model:

. p(x(t) \x(l), ...,x(t_l)) which is V dimensional instead of V! dimensional



Large Language Models

« Embedding (learned) for each word x% into a vector e € |

D (D — O = ey Use it to predict
- p(x®xW L xD)y
2) 2) 3
X —> £ a— C

TRANSFORMER — p(x® =1 [ xD, .. xt=D)
¢0 (T+1) p(xW =V | xD .. xtD)

X(T) —_— E(T) —_— —_— C ) )

d

eR = Softmax(w? - c¥) e RY

cDeR?Y e RV






