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Spam VS. Not Spam
https://www.kaggle.com/datasets/imgowthamg/email-spam-and-non-spam-datasets





Language
One-hot word representation

The World Is A Crazy PlaceDictionary
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Bag of Words

OR



Bag of Words

Email # x1: free x2: win x3: money … x4: project x5: meeting x6: report y (label)

1 1 1 1 … 0 0 0  spam

2 0 0 0 … 1 1 1 not spam

3 1 0 1 … 0 0 0 spam

4 0 0 0 … 1 0 1 not spam

5 1 1 0 … 0 1 0 spam

6 1 1 0 … 1 1 1 not spam

P(xi = 1)?

What if we define  to be a binary feature. Either  or xi xi = 1 xi = 0



What are the relevant probabilities?

P(xi |y)
P(free = 1 |spam) = ??
P(free = 1 |not spam) = ??

word P(word | spam) P(word | not spam)

Free

Win

Money

Project

Meeting

Report
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y 
(label)

1 1 1 1 … 0 0 0  spam

2 0 0 0 … 1 1 1 not 
spam

3 1 0 1 … 0 0 0 spam

4 0 0 0 … 1 0 1 not 
spam

5 1 1 0 … 0 1 0 spam

6 1 1 0 … 1 1 1 not 
spam
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What are the relevant probabilities?

P(xi |y)

P(x1 |y)P(x2 |y) . . . P(xn |y) =
n

∏
j=1

P(xi |y)

P(free |spam) = 1
P(free |not spam) = 0

= P(free = 1 |spam) P(win = 1 |spam) . . . P(report |spam)

≈ P(x1, x2, …, xn |y)
??



What are the relevant probabilities?

≈ P(x1, x2, …, xn |y) P(y |x1, x2, …, xn)
??

P(y |x1, x2, …, xn) =
P(x1, x2, …, xn |y)P(y)

P(x1, x2, …, xn)

Bayes Rule

Probability of spam given words

=
P(x |y)P(y)

P(x)



For a given dataset {(x(i), y(i))}M
i=1

P(y(i) |x(i)) =
P(x(i) |y(i))P(y(i))

P(x(i))

P(y(i) = 1 |x(i)) =
P(x(i) |y(i) = 1)P(y(i) = 1)

P(x(i))

P(y(i) = 1 |x(i)) =
[∏n

j=1 P(x(i)
j |y(i) = 1)] P(y(i) = 1)

[∏n
j=1 P(x(i)

j |y(i) = 1)] P(y(i) = 1) + [∏n
j=1 P(x(i)

j |y(i) = 0)] P(y(i) = 0)



For a given dataset {(x(i), y(i))}M
i=1

P(x(i)
j |y(i) = 1) =

∑M
i=1 1{x(i)

j = 1 ∧ y(i) = 1}

∑M
i=1 1{y(i) = 1}

P(x(i)
j |y(i) = 0) =

∑M
i=1 1{x(i)

j = 1 ∧ y(i) = 0}

∑M
i=1 1{y(i) = 0}

P(y(i) = 1) =
∑M

i=1 1{y(i) = 1}

M



For a given dataset {(x(i), y(i))}M
i=1

[∏M
j=1 P(x(i)

j |y(i) = 1)] P(y(i) = 1)

[∏M
j=1 P(x(i)

j |y(i) = 1)] P(y(i) = 1) + [∏M
j=1 P(x(i)

j |y(i) = 0)] P(y(i) = 0)

P(y(i) = 1 |x(i)) =



Auto-Regressive Language Models
N-Gram Model

x1, x2, x3, x4, x5, x6… .

P(x1, x2, …, xN) =
N−k

∏
i=1

P(xi ∣ xi−k+1, …, xi−1)

P(xi ∣ xi−k+1, …, xi−1) =
Count(xi−k+1, …, xi−1, xi)
Count(xi−k+1, …, xi−1)

,

P(apple | I, ate, an) =
Count(I, ate, an, apple)

Count(I, ate, an)
,

Given a sequence of words (tokens) :xi

The joint probability of the entire text can be approximated 
(using the chain rule) as the product of probabilities of 

finding the next word  given the  previous wordsxi k

Given a corpus, this can be approximated as:

Example:



Large Language Models

• A Large Language Model is also a probabilistic model for 


• A model approximates  which is  dimensional 
instead of  dimensional,  is the size of the dictionary/embedding ( )

P(x1, x2, …, xN)

P(xi ∣ xi−k+1, …, xi−1) V
VN V x ∈ ℝV

(x6, x7, …, x106) p(x107 |x6, x7, …, x106)Softmax

BIG  
Function

For a 100 word context


