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• A bit about me:

• Name and contact: Joseph Bakarji (jb50@aub.edu.lb)

• My research is at the intersection of machine learning, scientific modeling and 

music.

A bit about me

mailto:jb50@aub.edu.lb


• Today’s plan:

• Motivation on why you should (or shouldn’t) take this course

• A brief history of Artificial Intelligence, and what this course is about

• General course plan

• Logistics and course policy

Lecture Plan



I - Motivation









ChatGPT in January 2024



https://suno.com/s/JERJIkqQsrlkEcln https://suno.com/s/BfRShMbJatjgApyv



Sora - Text-to-Video
Prompt: A stylish woman walks down a Tokyo street filled with warm glowing neon and animated city signage. She wears a black 
leather jacket, a long red dress, and black boots, and carries a black purse. She wears sunglasses and red lipstick. She walks 
confidently and casually. The street is damp and reflective, creating a mirror effect of the colorful lights. Many pedestrians walk about.









Why Build Intelligent 
Machines?

Is AI good? Is AI bad?

What’s AI in the first place? Your life depends on it!

Is it neither?



II - How did it all start?



Intelligent “mechanical” machines

https://www.nationalgeographic.com/history/history-magazine/article/ismail-al-jazari-muslim-inventor-called-father-robotics

18th century automata

The Digesting Duck  
Jacques Vaucanson (1739)



Early programmable “robots” for practical applications

https://www.nationalgeographic.com/history/history-magazine/article/ismail-al-jazari-muslim-inventor-called-father-robotics
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https://towardsdatascience.com/ten-years-of-ai-in-review-85decdb2a540

“By 2013, pretty much all the computer vision  
research had switched to neural nets” 
Geoffrey Hinton



What is Intelligence?



Can we make computers intelligent?

Agent

ActionPerception

Real world

What is Intelligence?

1, 2, 4, 8, 16, ?

0, 1, 2, 3, 4,  5



Artificial Intelligence Symbolic AI

Machine Learning
Statistical AI

Deep Learning

Neural AI
LLM

Generative AI



II.1 - Good Old-Fashioned AI



Artificial Intelligence 1950’s-
Solving puzzles



Find optimal search strategies



Overwhelming optimism

By the end of the 1950’s



II.2 - Statistical AI
A.K.A Machine Learning



From encoding rules to learning them

Machine with Rules

Encode Rules

Solve the problem

Solution

Solve the problem

Solution

Observe the World

Machine Learning
Encode  

learning rules

Paradigm Shift



Why the recent hype?

More real-world data

Faster computers

Better algorithms



More data

https://www.statista.com/statistics/871513/worldwide-data-created/



Faster computers



Faster computers



Faster computers





III - What’s Machine Learning?



Find a Pattern in the Data



FX Y

A lot of it is Curve Fitting 
Find function F to map X to Y

X

Y

F



What could X and Y be?

FX Y



What could X and Y be?

FX Y



Sometimes it’s about Clustering



Sometimes it’s about Projection

X

Y



Sometimes it’s about Projection

X

Y



Sometimes it’s about Graphs



World Data Models

Measurements

Modeling

Prediction

Projection

Se
en

U
ns

ee
n

Compression

Reconstruction



 
VI - Course Logistics



Course Objectives

• Gain experience in getting computers to Model the World from Data

• Master computational and data-driven thinking

• Master the mathematical language of machine learning

• Learn powerful machine learning algorithms

• Use existing machine learning frameworks 
• Have Fun!



• Pre-requisites: 
• MATH 218 or 219 - Linear Algebra

• MATH 201 - Calculus

• STAT 230 - Probability and Statistics

• EECE 230 - Introduction to Programming 

•  References:

• Stanford’s CS229: Introduction to Machine Learning Notes

• The Elements of Statistical Learning: Data Mining, Inference, and Prediction. 

Trevor Hastie, Robert Tibshirani, Jerome Friedman. 
• Course website: www.intro2ml.com

Course Details

http://www.intro2ml.com


•  Office Hours and Contact: 
• Bechtel 418: Thursday 2:30-4:30pm (or by apt)

• Email: jb50@aub.edu.lb 

• Lecture Schedule:

• T-Th: 11am-12:15 pm

• There will be practical problem solving lab days: bring your laptops! 

• Getting Assistance:

• Teaching Assistants: Elie Hachem, Issar Amro, Chaymaa Abbas, Joe Germany 
• You’ll get a Slack invitation

Course Details

mailto:jb50@aub.edu.lb


• Grades Distribution: (detailed distribution might vary)

• Homework Assignments (25%)

• Midterm, Final and Quizzes (35%)

• Project and Participation (40%) 

• Homework policy: discuss the homework, help each other understand the material, 
BUT write the solution on your own. Copied assignments will be penalized.


• Project: Find a topic, groups of 2 to 3, put code on GitHub, make a product, poster 
session.


• See course policy on website: 

Grades



• Let’s start with a basic question: why are you here? 

• Acquire the confidence to think on your own and create a better future

• Learn problem solving across many disciplines 
• Learn how to use tools (programming language, etc., and most recently LLMs) 

• Given these goals, can you use LLMs in this course?

• YES! You have to use them in the future to solve some complex problems or accelerate 

your work. Treat them as smart friends with a lot of knowledge; and like friends they 
make mistakes. So, always keep a (very) healthy amount of skepticism in mind.


• BUT, it might make you dumber if you use it lazily: For example, if it does all the 
thinking for you,  copy paste its answers without understanding. In this case, you will 
make it much easier for it to replace you in the future. 


• Your future’s at stake and it’s your responsibility to make sure that you’re learning.

Generative AI Policy



• Learn how to ask good questions: before consulting an LLM, try to solve and, whenever 
possible, define the problem on your own. Use LLMs to empower your thinking process, not 
replace it.  

• Cross-check with reliable sources: Corroborate LLM-generated information with trusted 
sources whenever possible. Knowing when to trust LLM content is the same as learning how 
to trust social media posts. It’s critical thinking. It comes down to having a good model of the 
world (in your head), to know what is plausible, and when you should ask more questions. 

• Learn from it: if the LLM provides a solution, take the time to understand the steps and 
rationale behind it. You can effectively learn anything if you ask the right questions, and you’re 
curious enough.

Tips for effectively using LLMs


